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Abstract: Current regulatory guidelines for pesticide risk assessment recommend that nonsignificant results should be
complemented by the minimum detectable difference (MDD), a statistical indicator that is used to decide whether the
experiment could have detected biologically relevant effects. We review the statistical theory of the MDD and perform
simulations to understand its properties and error rates. Most importantly, we compare the skill of the MDD in distinguishing
between true and false negatives (i.e., type II errors) with 2 alternatives: the minimum detectable effect (MDE), an indicator
based on a post hoc power analysis common in medical studies; and confidence intervals (CIs). Our results demonstrate that
MDD and MDE only differ in that the power of the MDD depends on the sample size. Moreover, although both MDD and
MDE have some skill in distinguishing between false negatives and true absence of an effect, they do not perform as well as
using CI upper bounds to establish trust in a nonsignificant result. The reason is that, unlike the CI, neither MDD nor MDE
consider the estimated effect size in their calculation. We also show that MDD and MDE are no better than CIs in identifying
larger effects among the false negatives. We conclude that, although MDDs are useful, CIs are preferable for deciding
whether to treat a nonsignificant test result as a true negative, or for determining an upper bound for an unknown true effect.
Environ Toxicol Chem 2020;39:2109–2123. © 2020 The Authors. Environmental Toxicology and Chemistry published by
Wiley Periodicals LLC on behalf of SETAC.
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INTRODUCTION
Conventional agriculture relies heavily on the use of pesti-

cides (Tilman et al. 2002; European Commission 2020; Food and
Agriculture Organization of the United Nations 2020). To limit
the negative side effects of these pesticides, risk assessment
examines the effect of pesticides on nontarget organisms and
compares these effects with the predicted pesticide exposure in
the field. One of the most common analyses in aquatic risk as-
sessment is the calculation of regulatory acceptable concen-
trations (European Food Safety Authority 2013; European Food
Safety Authority PPR Panel 2013). The regulatory acceptable
concentrations are pesticide concentrations that impose only

negligible (European Food Safety Authority PPR Panel 2013) or
acceptable (SANCO 2002a, 2002b; European Commission
2009) effects on nontarget organisms (ecological threshold
option‐regulatory acceptable concentration), or allow pop-
ulations to recover within an acceptable (European Food Safety
Authority PPR Panel 2013) or an ecologically relevant (SANCO
2002a) time period (ecological recovery option‐regulatory
acceptable concentration).

The definition of negligible in this context is usually that the
toxic effect of a pesticide concentration is statistically non-
significant compared to a control (see illustration in Figure 1).
In practice, the most common approach is testing a range of
pesticide concentrations against a pesticide‐free control
group. The regulatory acceptable concentration is then cal-
culated based on the transition from the pesticide concen-
tration showing a nonsignificant effect (no‐observed‐effect
concentration [NOEC]) to the next higher concentration
showing a significant effect (lowest‐observed‐effect concen-
tration [LOEC]; note that this has been criticized repeatedly
over the years: Laskowski 1995; Organisation for Economic
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Co‐operation and Development 1998; van Dam et al. 2012;
Fox and Landis 2016).

The main concern regarding the use of significance tests for
determining regulatory acceptable concentrations is the issue
of power: the rate at which a significance test will detect a true
effect generally depends on the power of the statistical design,
which can be low to 0, for example, if the sample size is too
small. This issue is particularly worrisome for higher tier ex-
periments such as mesocosm studies, because these costly
experiments are often conducted with low sample sizes (Touart
1994; Sanderson 2002; de Jong et al. 2006; Organisation
for Economic Co‐operation and Development 2007; Cabrera
et al. 2016; Lemoine et al. 2016) and show large natural
variation (Liber et al. 1992; Kraufvelin 1998). Both factors
contribute to low power, and thus high type II error rates (i.e.,
false negatives; Organisation for Economic Co‐operation and
Development 2006; European Food Safety Authority PPR
Panel 2013; Duquesne et al. 2020). To establish a reasonable
regulatory framework, it is therefore essential to complement
null hypothesis significance tests with minimum requirements
on the power of the experiment (SANCO 2002a; Sanderson
and Petersen 2002; de Jong et al. 2006; Organisation for
Economic Co‐operation and Development 2006; European
Food Safety Authority 2013; European Food Safety Authority
PPR Panel 2015), or find some other means to identify false
negatives arising from low power.

Ensuring sufficient power can be addressed at 2 stages
of an experiment: a priori power calculations are performed
before the experiment, typically to determine the sample size

necessary to detect a certain effect (O'Keefe 2007; Johnson
et al. 2015). The second option is to calculate the so‐called
post hoc power, which means that power is determined
after the experiment based on the collected data. Using post
hoc power calculations to interpret nonsignificant results has
been frequently recommended over the years (Fagley 1985;
Cohen 1988; Steidl et al. 1997; Onwuegbuzie and Leech 2004;
European Food Safety Authority PPR Panel 2015), but equally
often criticized (Goodman and Berlin 1994; Zumbo and Hubley
1998; Heisey 2001; Lenth 2001; Colegrave and Ruxton 2003;
Baguley 2004; O'Keefe 2007; Greenland 2012).

The criticism against post hoc power calculations depends
on how those calculations are used. Their most naïve use is to
determine the power of the experiment post hoc based on the
estimated effect size and variance. However, statistical calcu-
lations show that if the p value is nonsignificant, a post hoc
power calculation for the estimated effect size will always result
in low power and thus does not add extra information on top of
the p value (Hoenig and Heisey 2001; Baguley 2004; O'Keefe
2007; Greenland 2012).

The second, more common variant of post hoc power cal-
culations is to use the estimated variance in the data for cal-
culating the effect size that could have been detected with a
specified power (typically in 80% of experiments). The resulting
value, which is known as the minimum detectable effect (MDE),
is more informative, but it also has shortcomings for the post
hoc interpretation of nonsignificant results. Most importantly,
the MDE is independent of the estimated effect size. As such, it
informs about the theoretical power of the experiment to de-
tect a certain effect, but the common practice of using the MDE
value, or a threshold on the MDE, to decide whether to accept
the nonsignificant result of the same experiment as a true
negative can lead to counterintuitive behavior.

To understand this, consider, for example, 2 nonsignificant
experiments with identical variance, but different estimated
effect sizes. Because their variance is identical, both experi-
ments would be assigned the same MDE (Figure 2), and thus
the same level of trust in a scheme that determines whether to
accept a nonsignificant result as a true negative based on the
MDE. This result goes contrary to the intuition that the ex-
periment with higher estimated effect size would provide more
evidence for a true effect. Another example is the case in which
both experiments estimate the same effect, but the second has
a smaller variance and thus seems to provide more evidence
for an, alas, small effect. Determining trust based on the
MDE value, however, would lead to the opposite conclusion,
because a smaller variance automatically increases power
and thus leads to a smaller MDE. These counterintuitive
examples of post hoc power analysis have been summarized
earlier under the term “power approach paradox” (Hoenig and
Heisey 2001).

For pesticide risk assessment, yet another indicator has
been introduced to deal with the interpretation of power and
nonsignificant results. The minimum detectable difference
(MDD; sometimes also referred to as the minimum significant
difference (MSD) (van der Hoeven 2008) is widely used in
Europe and North America (Environment Canada 2005;

FIGURE 1: Illustration of the 2 filters that each experimental endpoint
needs to pass to be considered showing “no effect” in the risk as-
sessment. The first filter is a significance test, which is passed when
p> α (not significant). The second filter requires a sufficiently low
proportional minimum detectable difference (pMDD) and has the
purpose of deciding whether the power of the experiment was suffi-
cient to trust nonsignificant results that pass filter 1. Each circle rep-
resents one test (control vs treatment for one endpoint), and the circle
sizes indicate different real effect sizes. Our illustration suggests that
the filters exclude larger effect sizes, while letting smaller or null effects
pass, which is what one would hope for. Later in our study, we used
simulations to investigate how well the pMDD filter works for this
purpose and compared it with the proportional upper bound of the
confidence interval (pCI) and proportional minimum detectable effect
with 80% power (pMDE) filters.
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European Food Safety Authority PPR Panel 2013; Brock
et al. 2015), and its use has recently expanded from aquatic
(European Food Safety Authority PPR Panel 2013; Brock
et al. 2015; Nys et al. 2019) to terrestrial ecotoxicology
(Scholz‐Starke et al. 2013; Höss et al. 2014; Andrade
et al. 2017; European Food Safety Authority PPR Panel 2017;
Candolfi et al. 2018), as well as from simple statistical tests
(van der Hoeven 2008; Brock et al. 2015) to more complex
statistical models (Peters et al. 2016; Rolke et al. 2016).

The MDD is defined as the effect size that would have
been just significant considering the sample size and
variance measured in a conducted experiment (van der
Hoeven 2008; Brock et al. 2015). In other words, the MDD is
the effect size that corresponds to the critical value of the
test statistic, which marks the border between significance
and nonsignificance (see illustration in Figure 3). The MDD is
principally measured in units of the observed response vari-
able (endpoint; e.g., number of individuals), but to make it
more comparable among different variables (e.g., different
species in a community), it is then usually compared with the
control mean. The latter yields the proportional MDD
(pMDD), the percentage of reduction in species or taxon
abundance (or any other endpoint) that would have just been
significant. Lower pMDD values are frequently interpreted
as indicating higher power of the experiment and,
consequently, higher reliability of a nonsignificant test result.

Current regulatory guidelines for higher tier mesocosm and
semifield studies recommend first performing null hypothesis
significance tests to show that there is no evidence for adverse
effects on nontarget organisms, followed by calculation of the

pMDD (de Jong et al. 2008; European Food Safety Authority
PPR Panel 2013; Brock et al. 2015; European Food Safety
Authority 2019). To ensure sufficient study quality, regulatory
guidelines can then specify minimum values for the pMDD
(European Food Safety Authority PPR Panel 2013; Brock
et al. 2015; Nys et al. 2019), which effectively constitutes a
second filter (see Figure 1) that a nonsignificant result has to
pass: if the pMDD is lower than the threshold, a nonsignificant
test result is deemed to indicate a true absence of an effect at
this specific pesticide concentration and time point (see de-
scription of effect classes in European Food Safety Authority
PPR Panel 2013; Brock et al. 2015). In mesocosm studies
for pesticide risk assessment in the European Union, endpoints
are then assigned an effect class ranging from “not enough
data” (class 0) to “no treatment‐related effects“ (class 1) to
“pronounced long‐term effects without recovery” (class 5B;
Brock et al. 2000, 2015; de Jong et al. 2008; European Food
Safety Authority PPR Panel 2013). Effect class assignment is
based on the pMDDs found at different concentrations and
time points and in addition takes into account the plausibility of
effects at these measurement points (e.g., following a con-
sistent dose–response relationship, timing of effects after
pesticide application, etc.). In this context, p values are thus
used to determine concentrations and time points with effects
(for the determination of the LOEC), and pMDD values are
suggested to be used post hoc as indicators for the level of
evidence regarding the absence of real effects in subsequent
measurements with nonsignificant p values (NOEC; see second
filter in Figure 1).

Although the definition of the MDD is mathematically clear,
its appropriateness as a “true negative filter” or a “level of
evidence indicator” raises many of the same questions that
have been asked previously about post hoc power analysis. In
particular, although significance tests clearly act as a filter on
real effects (because p values are correlated to real effect size),
it is unclear whether the same holds true for the MDD, which,
similar to the MDE, is independent of the estimated effect.
Moreover, it is noteworthy that the MDD is used almost ex-
clusively in ecotoxicology, whereas medical studies and other
fields usually use MDEs or confidence intervals (CIs) to interpret
nonsignificant results. The CIs are measures of uncertainty,
which are usually reported in addition to effect sizes to indicate
the precision of these estimates. Similar to the calculation of
the p value, the calculation of the CI takes into account the
estimated effect size. Because the use of the MDD in ecotox-
icological research has recently expanded and partly sub-
stitutes for the more widely used MDE and CI, it seems useful
to examine the relationship of the MDD to these statistical
indicators more closely.

In the present study, we review the theory of the
MDD, describe its relationship to other statistical indicators
(p value, MDE, and CI) and statistical properties (power), and
subsequently perform simulations to examine the perform-
ance of the MDD in a context typical for higher tier aquatic
ecotoxicological studies. Specifically, we used simulations to
compare the performance of proportional (p)CIs (i.e., the CI
upper bounds related to control mean), proportional (p)MDEs

FIGURE 2: The power approach paradox (PAP) describes pairs of
nonsignificant experiments for which the interpretation of post hoc
power analysis contrasts statistical intuition. 1) For 2 experiments with
equal variance (represented by horizontal lines) and different estimated
effect sizes (vertical lines), the minimum detectable effect (MDE) con-
siders both as equally indicative of a 0 effect, whereas intuition con-
siders the experiment with lower estimated effect as a stronger
indication for the absence of an effect. 2) For 2 experiments with equal
estimated effect size but different variances, the interpretation of the
MDE can also contradict intuition, 3) but this is not always the case
(e.g., when the estimated effect is close to 0). 1st, 2nd, equal = which of
the 2 experiments is interpreted as stronger evidence for a 0 effect.
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(i.e., MDEs from post hoc power analysis related to control
mean) with 80% power, and proportional (p)MDDs (i.e., MDDs
related to control mean) in 2 different tasks: 1) their ability to
discriminate between true absence of effects and false
negatives (type II errors); and 2) their sensitivity to real effect
size when applied as secondary filters on experiments with
nonsignificant results.

A SHORT SUMMARY OF THE THEORY
OF p VALUES, MDD, MDE, AND CI
Null hypothesis significance tests

Despite a decade‐long discussion about their use and misuse
(e.g., Newman 2008; Greenland et al. 2016; Erickson and
Rattner 2020), null hypothesis significance tests are still the most
widely used statistical method for determining the existence of an
effect and are required in most regulatory guidelines.

A null hypothesis significance test first requires the defi-
nition of a null hypothesis H0 (typically no effect). The next

step is to define a test statistic, which summarizes certain
desired aspects of the data, typically related to the effect
size. Each value of the test statistic can thus be assigned a
corresponding effect size. The expected distribution of the
test statistic under H0 (see black curve in Figure 3A) is then
calculated, which provides an idea of the values of the test
statistic that would be likely to occur, if H0 (typically: no
effect) was true. Based on the distribution of the test statistic
under H0, we can now calculate the p value (hatched area
below the frequency distribution of t in Figure 3A), defined
as the probability of obtaining the observed value of the test
statistic or extremer under H0. Thus, the p value is a measure
of how strongly the observed data deviates from the values
expected under H0, where the deviation is quantified by the
test statistic.

The procedure of null hypothesis significance tests now
prescribes that, for p values lower than a chosen significance
level (α, usually 5%), the null hypothesis is rejected, and the
effect is considered significant. This is true for all values
beyond the critical value where p equals α (gray shading in

(A)

(B)

(C)

(D)

FIGURE 3: An illustration of the statistical concepts discussed, using the t test as an example. (A) The distribution of the test statistic under the null
hypothesis H0 is used to calculate the p value (the probability of obtaining a t larger or equal to t‐observed under H0; hatched area). The test
becomes significant if p is smaller than the significance level α. (B) The confidence interval is based on calculating the t‐distribution around the
estimated effect. (C) The 80% minimum detectable effect (MDE) is obtained by requiring that 80% of t values are larger than t‐critical (shaded area)
under the assumption that the MDE is the true effect (the latter results in a noncentral t‐distribution). (D) The minimum detectable difference (MDD)
corresponds simply to t‐critical. The right column shows the formulae used to obtain the respective indicators. xc, xt= control and treatment group
means; nc, nt= sample sizes of control and treatment groups; s= residual standard deviation (square root of residual variance); t‐critical= t value that
marks the border between significant and nonsignificant t values (it depends on the α‐level and degrees of freedom df). NHST= null hypothesis
significance test.
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Figure 3A). If the p value is larger than α, the null hypothesis
cannot be rejected, and the estimated effect is considered
nonsignificant.

Type II error rates in null hypothesis significance
tests are not controlled

A well‐known implication of the null hypothesis significance
test procedure, and critical for ecotoxicological risk assessment,
is that null hypothesis significance tests control only the rate of
false positives (type I errors). The very definition of the p value
guarantees that the type I error rate is fixed at a level of α
(typically 5%). The type II error rate (the rate of false negatives),
or its counterpart, power (the rate at which true effects are de-
tected), however, is uncontrolled and depends in general on
sample size, true effect size, and variance in the data.

Due to the asymmetry between the control of type I and
type II errors, a significant result constitutes relatively clear
evidence in favor of an effect, whereas a nonsignificant result
can as easily be explained by low power as by the true absence
of an effect. In other words, null hypothesis significance
tests are designed primarily to show effects, not their ab-
sence. If the latter is the purpose of the experiment, as is the
case in ecotoxicological risk assessment, we have to comple-
ment them by some other statistical procedure to control type
II error rates.

Approaches to control type II error rates
post hoc

Because the lacking control of power is the main problem
for examining the absence of effects via null hypothesis
significance tests, it seems natural to complement them
by post hoc power calculations. In practice, the following
2 indicators are regularly used for this purpose: the MDE and
(in ecotoxicological risk assessment) the MDD. An alternative
route is to simply consider the CI, which provides information
about the precision of the estimate, and thus about the
upper bound for possible real effects. We will now introduce
all 3 indicators (Figure 3B–D).

MDE. In the context of null hypothesis significance tests, the
MDE is defined as the effect size that can be detected with
specified power in a given test (Figure 3C). When calculating
the MDE post hoc, the observed variance is usually used as an
estimate of the true variance in the experiment, and in practice,
a power of 80% is usually targeted (European Food Safety
Authority 2013; European Food Safety Authority PPR Panel
2015). A lower MDE is interpreted as an indication for higher
power, but note that because the calculation of the MDE
neglects the estimated effect size, its direct interpretation as
evidence for the absence of an effect is problematic (Figure 2;
see also Hoenig and Heisey 2001). This behavior has been
termed a paradox, but note that it is not paradoxical when
considering that the MDE informs generally about the power of
the experiment. Due to its neglect of the estimated effect size,

however, the MDE is only imperfectly correlated with the
probability that an effect is present in the given situation, and
should not be interpreted as such.

MDD. Similar to the MDE, the MDD is a measure of power.
It is defined as the effect size that would have been just
significant in the conducted experiment (Figure 3D). The
MDD is calculated by taking the critical value of the test
statistic (here: t‐critical= t‐MDD), which marks the border
between nonsignificance and significance, and calculate the
corresponding effect size (in units of the measured endpoint)
by rearranging the equation used for the calculation
of the test statistic (see equation in Figure 3A). For the t test,
the MDD is therefore calculated based on the variances in
the treatment groups, the degrees of freedom (i.e., sample
size), and the selected α‐level (see equation in Figure 2D;
Brock et al. 2015) and equals the upper bound of the CI (see
the next section) minus the estimated effect (compare
equations in Figure 3B,D). Thus, for the t test, one can
imagine the MDD as being similar to a CI, just constructed
around H0, typically no effect. Identically to the MDE, the
MDD does not consider the estimated effect size in its
mathematical definition and should thus not directly be in-
terpreted as indicating the probability of a 0 effect (Figure 2;
see also Hoenig and Heisey 2001).

CI. Unlike MDD and MDE, CIs are not primarily intended to
measure power, but rather to assert the precision of an esti-
mated effect (Figure 3B). When conducting the same experi-
ment repeatedly, the CI will include the real effect size at a
fixed rate that equals the chosen confidence level (typically
95%). For example, by calculating a 2‐sided CI with a con-
fidence level of 90%, the real effect will be larger than the
upper CI bound and smaller than the lower CI bound in 5% of
the experiments each (Figure 3B). For the t test, the range of
the CI is calculated based on the critical t‐value, sample size,
measured variance, and estimated effect size (see equation in
Figure 3B). For nonsignificant results, the upper bound of the
CI can be interpreted as an upper bound for a possible effect,
with smaller values increasing trust in nonsignificant results. In
contrast to the MDE, among 2 nonsignificant experiments with
equal variance, the CI will assign more trust in a 0 effect to the
experiment with lower estimated effect (compare with first case
in Figure 2).

Regardless of the somewhat more intuitive behavior of the
CI, it is important to understand that neither CI, nor MDE, or
MDD are designed to measure the posterior probability of the
null hypothesis. The MDE and MDD measure power, and the CI
measures the precision of the estimated effect size. Other
statistical indicators exist that aim at directly estimating the
probability of the null hypothesis, and we address those in the
Discussion section. Using these indicators, however, would
require abandoning the use of standard hypothesis tests. There
are reasons for doing so, but there are also reasons to avoid
this, including the wide acceptance and familiarity of the field
with the conventional null hypothesis significance testing pro-
cedure. When one decides to remain within the standard null
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hypothesis significance testing framework, which is what we
assume in the present review, what CI, MDE, or MDD deliver is
not the probability of H0, but rather a threshold to control type
II error rates. Thus, they must be assessed in their ability to
identify type II errors, and not in their ability to determine the
probability of a 0 effect. In that sense, we find the power ap-
proach paradox (see also Figure 2) important, but not
a categorical counterargument against the use of any of the
3 indicators.

CLARIFYING A COMMON
MISUNDERSTANDING: THE MDD DOES
NOT HAVE CONTROLLED POWER

After this broad exposition about approaches to control
type II errors in the null hypothesis significance testing
framework, we want to direct our attention again more
closely to the MDD, which, after all, is the main approach
recommended to avoid type II errors in ecotoxicological risk
assessment. Our principal question will be whether the MDD
is indeed suited for this goal. Before addressing that, how-
ever, we want to clarify some misunderstandings regarding its
interpretation, which also relates to the distinction between
the MDD and the MDE.

Given the definition of the MDD as the effect size that
would have been significant, it is tempting to think that 1)
there would be a high power to detect an effect of the size of
the MDD (as suggested, e.g., in Andrade et al. 2017; Green
et al. 2018) and 2) the power to detect an effect of the size of
the MDD is fixed (as suggested, e.g., in Duquesne et al. 2020).
Neither is true.

In fact, the MDD has relatively low power. To see that, as-
sume that the real effect is equal to the calculated MDD. For a
one‐sided t test, the corresponding power is the area below
the t‐distribution from t‐critical (which corresponds to the
MDD; see Figure 3) to infinity (red area below the solid line in
Figure 4A). If the t‐distribution for a real effect of size MDD (i.e.,
around t‐critical) was symmetric (which is true asymptotically),
the corresponding power would be 50%, because the values of
the t‐distribution would fall in equal proportions on either side
of t‐critical (Hoenig and Heisey 2001; Duquesne et al. 2020).
Thus, asymptotically, the MDD has a power of 50%, which
would not be considered high according to normal statistical
standards.

When one moves beyond the asymptotic argument (i.e.,
considering small sample sizes, which is the more relevant
case for ecotoxicological risk assessments), the situation is
slightly more complicated. For positive real effects, the
t‐distribution becomes increasingly skewed as the sample
size decreases (noncentral t‐distribution; Johnson and Welch
1940; Owen 1965; see the positive skew in the t‐distribution
around t‐MDD in Figure 4A). A positive skew means that the
distribution is flatter on the right than on the left side and,
consequently, the area below the t‐distribution is larger to
the right than to the left side of t‐critical. Vice versa, for
negative real effects, the t‐distribution becomes increasingly

negatively skewed for smaller sample sizes and thus flatter
on the left side.

As a result of this skew, the power to detect an effect of size
MDD depends on the sample size, because the latter controls
the skew of the t‐distribution around t‐critical. In general, the
power of detecting an effect of the size of the MDD increases
with decreasing sample size, and practical values in ecotox-
icological risk assessment probably range between 50 and
60% (Figure 4B; R code is provided in the Supplemental
Data 1.1). Moreover, besides the sample size, the skew of the
t‐distribution also depends on whether variances of control
and treatment are assumed to be equal, or nonequal (see
Figure S1, Supplemental Data 1.2).

CAN THE MDD DISCRIMINATE BETWEEN
TRUE AND FALSE NEGATIVE TESTS?

The relatively low power of the MDD may be slightly dis-
concerting, but this alone does not constitute a problem for
using the MDD as a measure of trust in nonsignificant results.
As long as regulators keep in mind that the power of the MDD
is relatively low and set the minimum requirements on the MDD
accordingly, the MDD filter can in principle be made as sharp
as desired (see illustration in Figure 1). The important question
is whether the MDD filter can distinguish between false neg-
atives and true absence of effects in the experiments it is
presented with. What we therefore have to investigate is the

(B)

(A)

FIGURE 4: (A) Illustration of the distribution of the t statistic under the
assumption that the true effect size is equal to the minimum detectable
difference (MDD). The black dotted line is the central t‐distribution that
is used to calculate the p value, which will be significant, if t‐observed is
larger than t‐critical. The red line depicts the noncentral t distribution
around t‐critical (real effect of size MDD). The red shaded area below
the noncentral t‐distribution to the right of t‐critical equals the power of
the MDD. (B) With increasing sample size, the t‐distribution becomes
more symmetric and thus MDD power approaches 50%.
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skill of the MDD to discriminate between true zero effects and
false negatives (type II errors), relative to alternative statistical
measures.

Simulation of experiments
To examine this question, we simulated a large number of

experiments typical for MDD applications (e.g., in mesocosm
experiments) and evaluated the error rates of pCI (proportional
CI upper bound), pMDE (proportional MDE with 80% power),
and pMDD for deciding whether to trust a nonsignificant test
result, that is accept it as a zero effect. The response variable in
the experiments was species abundances (i.e., count data), and
we assumed that these data would be log‐transformed to make
them approximately normal, which is a common procedure in
practice. Moreover, for simplicity, we limited our design to one
control and one treatment group, and only one time point and
species. Each experiment can thus be analyzed by a single
t test. We note that there are more appropriate ways to deal
with the analysis of count data (see, for example, Szöcs and
Schäfer 2015; Lehmann et al. 2016), but we chose the com-
monly used log‐transformation because it allows us to continue
using the t test and because this procedure is frequently used
in this context (Brock et al. 2015). The results can be expected
to generalize to situations in which several pesticide concen-
trations are tested against the control, for example, via a
Williams or Dunnett's test, which control for multiple testing
(Williams 1972; Kennedy et al. 1999; de Jong et al. 2006;
European Food Safety Authority PPR Panel 2013; Brock
et al. 2015), as well as via other statistical tests.

We simulated data by drawing random samples from a
negative binomial distribution, which creates the type of
overdispersed count data that is typical for such experiments.
In a first batch, we simulated 2000 experiments, half of which
had a real effect size of 0 (i.e., no real effect/no difference in
mean abundance between treatment and control). For the
other half, the real effect size was set to 0.5 (i.e., 50% reduction
in mean abundance in the treatment group compared with the
control). Sample size, real species abundance in the control
(i.e., distribution mean), and the dispersion parameter of the
negative binomial distribution (theta) were drawn from uniform
distributions to achieve generality of the results. The sample
size ranged from 3 to 10, the dispersion parameter theta
ranged from 1 to 50, and the real mean abundance in the
control group ranged from 10 to 100 (only integers). The real
mean abundance in the treatment group was then either
identical (no effect) or 50% reduced (effect size of 0.5).

To test whether simulation outcomes were influenced by
real effect size, we conducted additional simulations in which
we compared zero effects with effects of 0.2 (20% reduction
in treatment group) and zero effects with effects of 0.8 (80%
reduction in treatment group).

For each experiment, the data were ln(2 × x+ 1)‐
transformed (following Brock et al. 2015), and a one‐sided t test
(control mean larger than treatment mean) with α= 0.05 was
performed, followed by calculation of the upper bound of a
one‐sided 95% CI (for results using 75% CIs see the

Supplemental Data 3.4), MDE with 80% power, and MDD
(an R function for the calculation of the MDD is provided in the
Supplemental Data 2). All 3 statistical indicators were then
back‐transformed, related to the back‐transformed control
mean, and expressed as percentage of change in species
abundance (pCI, pMDE, and pMDD; see Brock et al. 2015; note
that calculating the mean of the transformed data followed by
back‐transformation is not equal to calculating the mean of the
untransformed observed data, unless the variance in the
transformed data is 0: see Jensen 1906; Green et al. 2018).

We then filtered all experiments first based on the p value.
Experiments with p≤ 0.05 were interpreted as “effect exists”
and not considered further. For results that were not significant
(p> 0.05), we applied all 3 statistical indicators (pCI/pMDE/
pMDD) with different threshold levels ranging from 30 to 100
(see illustration in Figure 1 and schematic depiction of the ex-
perimental approach in Figure 5A). Nonsignificant experiments
with pCI/pMDE/pMDD larger than the threshold level were
interpreted as “mistrust nonsignificant result/absence of effect
uncertain/not enough data,” whereas nonsignificant experi-
ments with pCI/pMDE/pMDD smaller than the threshold level
were interpreted as “trust nonsignificant result.”

Based on these interpretations, error rates were calculated
for all indicators and threshold levels. To avoid confusion with
type I and type II errors, which correspond to the error rates of
p values, we use the term “false trust rate” to refer to the rate
at which an indicator suggested to trust a nonsignificant result
despite the presence of a real effect, and “false mistrust rate”
to refer to the rate at which an indicator erroneously suggested
to mistrust a nonsignificant result (Figure 5A; R code is
provided in the Supplemental Data 3.1 and 3.2).

Because there is no clear correspondence of threshold
levels among the 3 indicators, we compared the error rates of
pCI, pMDE, and pMDD with the different threshold levels in a
pareto‐plot displaying the false trust rate on one axis, and the
false mistrust rate on the other. This method allows one to
compare the different options simultaneously in both error
rates and thus examine whether an indicator is pareto‐superior
to another, which means that we can find a threshold such that
the indicator performs better than its alternatives in one of the
error rates, while performing at least not worse in the other.

We provide an R Shiny App in the Supplemental Data and
online (see Data Accessibility Statement), which allows one to
specify experimental (sample size) and population (real effect
size, variance, abundance) parameters to simulate and analyze
similar experiments.

Results
Comparing the error rates of the 3 statistical indicators, we

found that pCIs are pareto‐superior over both pMDE and
pMDD, irrespective of the threshold level (Figure 5B). For ex-
ample, at a threshold level of 70%, pCI and pMDD produced
comparable false mistrust rates (~20% of experiments with real
zero effects had pCI and pMDD values larger than 70%, in-
terpreted as “mistrust nonsignificant result”), but the false trust
rate was much smaller for pCIs than for pMDDs (little more than
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20% [pCI] and more than 40% [pMDD] of experiments with a
real effect of 0.5, and nonsignificant test result were interpreted
as “trust nonsignificant result”).

Among themselves, pMDD and pMDE showed a virtually
identical pattern. The only difference is that one has to choose
different threshold levels for pMDD and pMDE to achieve the
same false trust/false mistrust rates, which can be understood
from the fact that MDD and MDE have different power (see
section Clarifying a Common Misunderstanding: The MDD
Does Not Have Controlled Power). Additional simulations show
that these patterns hold for the detection of smaller (0.2) and
larger (0.8) effects (see results in Figure S2, Supplemental
Data 3.3). It is also independent of the chosen CI for the pCI.
This only again amounts to a rescaling of the threshold: when
the CI is changed, another threshold has to be set to achieve
the same false trust/false mistrust rates (see results in Figure S3,
Supplemental Data 3.4).

SENSITIVITY OF THE MDD AND OTHER
SECONDARY FILTERS TO REAL EFFECT SIZE

One might argue that our previous test scenario, in which
effect sizes are either 0 or large, is somewhat artificial. In reality,
we might rather be faced with a situation in which effect sizes
vary continuously. In this situation, rather than dividing 0 from
non‐zero effects, the regulatory goal might be more to

distinguish small from large effects. This new scenario is both
realistic and somewhat at odds with the base assumptions of the
null hypothesis significance testing framework, which explicitly
sets out to distinguish between zero and non‐zero effects.
Nevertheless, to examine whether the 3 indicators contribute
additional information when applied post hoc on nonsignificant
results in a situation in which true effects are practically never
zero, but rather differ in size from small to large, we conducted a
second set of simulated experiments. We investigated the cor-
relation between real effect size of nonsignificant results and pCI,
pMDD, and pMDE, and examined whether the 3 indicators dif-
fered in their ability to distinguish larger from smaller true effects.

Simulation of experiments
Data were generated identical to the previous simulations,

except that real effect sizes were drawn randomly from a uniform
distribution ranging from zero (no effect) to 1 (100% reduction in
species abundance). Note that the continuous draws make an
effect size of exactly zero infinitesimally unlikely, which means
that we can assume that all effects are different from zero. Each
simulated experiment was analyzed as before, followed by the
calculation of pCI, pMDE, and pMDD. We then correlated pCI,
pMDE, and pMDD with the real effect sizes both for all simu-
lated experiments and only for experiments that yielded non-
significant results (p> 0.05). In addition, nonsignificant
experiments were filtered by applying different thresholds

(A) (B)

FIGURE 5: The translation of the continuous indicators proportional upper bound of the confidence interval (pCI), proportional minimum de-
tectable effect (pMDE), and proportional minimum detectable difference (pMDD) into a dichotomous decision of trust/mistrust requires choosing a
threshold level for the indicator. We can then examine the error rates of this decision (false trust/false mistrust rates) for the 3 methods and different
thresholds. (A) Depiction of the entire procedure from the simulation of the data to the decisions about trust in a nonsignificant test outcome.
(B) Rates at which pCI (blue, dashed), pMDE (green, dotted), and pMDD (red, solid; bold italics) erroneously suggest to trust (false trust rate) or
mistrust (false mistrust rate) a nonsignificant result for varying threshold levels (numbers along lines). Rates are calculated from 1000 simulated
experiments without effect (0 difference between means) and 1000 experiments with moderate effect (50% loss in mean abundance). Sample sizes
(3–10), control means (10–100), and variance (i.e., theta values: 1–50) vary randomly among experiments. Values nearer to the bottom left are
pareto‐superior (i.e., more optimal) to values nearer to the top right. Numbers along lines indicate applied threshold levels at these points.

2116 Environmental Toxicology and Chemistry, 2020;39:2109–2123—M.M. Mair et al.

© 2020 The Authors wileyonlinelibrary.com/ETC



(range= 30–100, incremented by 1) on pCI, pMDE, and pMDD
followed by comparison of the real effect sizes passing these
secondary filters (R code in Supplemental Data 4). Similar sim-
ulations can be conducted via the R Shiny App provided in
the Supplemental Data and online (see Data Accessibility
Statement).

Results
Our simulations show that, in contrast to pCIs, neither

pMDEs nor pMDDs correlate with real effect size when they are
calculated on all results (Figure 6A–C). This is directly under-
standable from their mathematical definitions: the CI includes
the effect size, whereas the MDE and MDD do not. In practice,
however, single MDDs are in particular interpreted for non-
significant results (p> 0.05). When only nonsignificant out-
comes were considered, all indicators correlated with real
effect size (Figure 6D–F) and all 3 indicators preferentially
sorted out nonsignificant results with larger real effects
(Figure 7). For all 3 indicators, real effect sizes passing these
secondary filters were smaller compared with real effect sizes

passing the p value filter alone (compare lines and boxplot in
Figure 7: quantile lines after secondary filters are generally
lower than quantiles of effect sizes after p value filter). With
decreasing threshold levels, the numbers of larger real effect
sizes passing the secondary filter also decrease (see decrease
in quantile lines from left to right in Figure 7).

DISCUSSION
The MDD is a statistical indicator used in ecotoxicological

risk assessment. Its main practical use case is similar to that of
the MDE, which is commonly used in medicine and other sci-
entific fields: to determine whether a nonsignificant result in-
dicates the true absence of an effect rather than a lack of
power. Our main results are that the MDD performs nearly
identically to the MDE and is generally inferior to using CIs as a
decision criterion for trust in a nonsignificant result. The reason
is that MDD and MDE both calculate a “detectable” effect
based on the variance of the data, independent of the actual
estimated effect, whereas the CI includes the estimated effect
size. Finally, we showed that the power of the MDD is variable,

(A) (B) (C)

(D) (E) (F)

FIGURE 6: Correlation between proportional upper bound of the 95% confidence interval (pCI), (A and D), proportional minimum detectable effect
with 80% power (pMDE), (B and E), and proportional minimum detectable difference (pMDD), (C and F) and real effect size for simulated
experiments with known treatment effects ranging between 0 and 1 (0–100% reduction in species abundance). We show the values for (A–C) all
simulated experiments including significant test results (n= 1000 experiments) and (D–F) only experiments that yielded nonsignificant results
(p> 0.05; n= 448 experiments). Each data point represents one simulated experiment (i.e., one test). Solid line (red): regression line; dashed line
(gray): pCI/pMDE/pMDD equals real effect; black dots: indicator was larger than the real effect; gray squares: indicator was lower than the real
effect.
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but generally substantially lower than 80%, and thus smaller
than often assumed.

In more detail, our results show that MDD and MDE are
virtually identical, and essentially only differ in their power,
which is between 50 and 60% for the MDD, depending on the
sample size and the distribution of the data and user‐defined,
but typically 80% for the MDE. These results are plausible from
statistical theory when one considers that MDD and MDE differ
only in that the former asks which effect size would have been
significant, and the latter asks which effect size would have had
a specified power. These differences can lead to slightly dif-
ferent numerical values when they are applied to finite sample
sizes, but effectively, MDD and MDE are identical in all their
properties, including their decisions about trust in non-
significant results, as long as thresholds on pMDD and pMDE
are rescaled to compensate for their different power.

Given this close relationship between MDE and MDD, it is
not surprising that we identified many of the problems for
the MDD that have been highlighted previously for MDEs as
indicators for the true absence of effects (e.g., Hoenig and
Heisey 2001; Colegrave and Ruxton 2003). The most im-
portant argument is that, instead of giving evidence for the
presence or absence of real effects based on the estimated
effect size, the MDE (and thus also the MDD) merely com-
bine information about sample size and variance from the
conducted experiment and translate this into a detectable
effect. In other words, MDEs (and also MDDs) are identical if
sample size and variance in the data are identical, regardless
of the estimated effect size (Hoenig and Heisey 2001;
Colegrave and Ruxton 2003).

Also in line with the statistical literature on the MDE (e.g.,
Hoenig and Heisey 2001), our simulations show that using CIs

as a decision criterion for trust in nonsignificant results leads to
lower error rates than with either MDEs and MDDs (Figure 4).
The reason is that CIs combine both the variance and the es-
timated effect to decide whether to trust a nonsignificant result.
In addition, when one is considering a continuous range of real
effect sizes, as likely found in nature (Martínez‐Abraín 2007),
MDDs show no advantages over CIs as secondary effect size
filters. The CIs have the additional advantage that they are
readily available in most statistical software, and also when
going beyond simple test procedures to more complicated
regression models, for example, generalized linear mixed
models (Bolker et al. 2009). We conclude that CIs are clearly
preferable over MDDs and MDEs for the further interpretation
of nonsignificant results, or for the interpretation of estimated
effect sizes in general.

There are some alternatives to CIs that could also be
considered in future research. Most importantly, there is the
possibility of using equivalence tests instead of point null
hypotheses. Equivalence tests test whether effects are sig-
nificantly smaller than an effect size considered negligible or
acceptable (McBride 1999; McBride et al. 2014; Harms
and Lakens 2018; Lakens et al. 2018). By rejecting the null
hypothesis in equivalence tests, we are able to state that
effects are significantly lower than the chosen effect size,
which circumvents the 2‐step procedure. A systematic com-
parison of the error rates of equivalence tests with the error
rates of confidence intervals would be interesting, but is
beyond the scope of the present analysis, which essentially
concentrated on the MDD, and procedures that work in the
same analysis chain as the MDD. Another possibility would
be the use of Bayes factors, which would allow one to di-
rectly compare the probability of H1 (=effect size 0) with H2

FIGURE 7: Effect sizes in experiments passing both the significance filter p> 0.05 (boxplot and gray lines in all plots, n= 448 experiments with
nonsignificant result) and the secondary proportional upper bound of the 95% confidence interval (pCI), proportional minimum detectable effect
with 80% power (pMDE), or proportional minimum detectable difference (pMDD) filter for different thresholds (horizontal axis) and different real
effect sizes (vertical axis). Lines represent median (solid line), 25% and 75% quartiles (dashed lines), and minimum and maximum real effect size
(dotted lines).
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(=effect size different from 0), and thus provide the direct
probability of an effect being present (Kass and Raftery
1995; Newman and Krull 2015).

Recommendations for practice
Based on our results, we make the following recom-

mendations for ecotoxicological risk assessment on 2 levels.
If the statistical analysis of ecotoxicological risk assessments

continues to rest on standard hypothesis tests with a point null
hypothesis, CIs are clearly preferable over the MDD to control
power and type II error rates. The MDD has a precise mathe-
matical definition, and it is a perfectly valid indicator for what it
measures, but it has clearly lower performance than the CI in
distinguishing between the presence and absence of real ef-
fects. The CI is readily available for all statistical models, and for
each pMDD threshold level, we can find a pCI threshold level
that produces pareto‐superior false trust/mistrust rates. If one is
aiming at minimizing the error rates in recognizing false neg-
atives among nonsignificant results, we therefore recommend
the use of pCI thresholds instead of thresholds on the pMDD (a
suggested procedure is summarized in Textbox 1).

Apart from the fact that a better alternative exists, we found
that the MDD is often misinterpreted. For example, the MDD is
often explained as the effect size that “can be detected”
(European Food Safety Authority PPR Panel 2013; Brock
et al. 2015; Andrade et al. 2017; Candolfi et al. 2018; European
Food Safety Authority 2019) or “could have been detected” or
“identified” (e.g., Peters et al. 2016; Rolke et al. 2016; Green
et al. 2018) in the given experiment. These interpretations,
however, neglect to indicate whether the effect size mentioned
refers to the real effect in the population or the estimated effect
from the experiment. A typical scientific reader would likely
interpret these statements as suggesting that a real effect of
the magnitude of the MDD could have been detected with
high power. The underlying problem is that for the inter-
pretation of the MDD, the differentiation between the real
world (i.e., real effect size and real variance in the population)
and the measured parameters (i.e., estimated effect size and
estimated variance resulting from random sampling) is essen-
tial. The difficulty is that we want to get knowledge about the
real world (real effect), but the MDD only provides information
about an effect on the measurement level: for a given sample
size and estimated variance, an estimated (i.e., measured) ef-
fect of the size of the MDD would be significant, always. A real
effect size equal to the MDD, however, will be significant in
only 50 to 60% of the conducted experiments (see The MDD
Does Not Have Controlled Power section; Duquesne
et al. 2020), which is far below the usually targeted power of
80% (European Food Safety Authority 2013; European Food
Safety Authority PPR Panel 2015). The same differentiation has
to be applied to the interpretation of the MDD as an upper
bound for the real effect: for a nonsignificant experiment,
the estimated effect will always be smaller than the MDD
(information that is already covered by the nonsignificant
p value; see also Hoenig and Heisey 2001; Colegrave and

Ruxton 2003). What the MDD cannot tell us, however, is
whether the real effect in the sampled population is also
smaller than the MDD. Furthermore, in contrast to the CI, the
rate at which the real effect is smaller the MDD is not fixed.
Consequently, the MDD is not a reliable upper bound for a true
effect (Hoenig and Heisey 2001; Colegrave and Ruxton 2003).

We consider that the MDD is probably no more difficult to
explain and interpret than p values or CIs, and the latter 2 are
often misinterpreted as well (Erickson and Rattner 2020), but
we believe that the larger familiarity of the average reader with
the CI constitutes another argument in its favor (see also
Textbox 1, Advantages of pCI over pMDD and pMDE).

On a broader level, many of the issues discussed in this
article fundamentally originate from the assumption that an
ecotoxicological analysis must test for the absence of an
effect in a null hypothesis significance testing framework,
rather than estimating the posterior probability of an effect,
or the size of an effect. Irrespective of the indicator (e.g.,
p value, pMDD, or pCI), a dichotomous decision will always
require the choice of a threshold level. Translating such a
threshold in well‐interpretable probabilities has proved diffi-
cult for many statistical indicators, which is evidenced by the
long‐running discussions about the interpretation of p values
(e.g., Cohen 1994; Greenland et al. 2016). Many researchers
have therefore recommended a direct focus on estimating
effect sizes and their precision (e.g., Newman 2008). This,
however, would require regulators to define an acceptable
level for the effect size, rather than requiring a “proof” of the
absence of effects. Clearly, setting the levels for such ac-
ceptable impacts would be a difficult and politically sensitive
challenge (Munkittrick et al. 2009; Mebane 2015). However,
we note that applying thresholds on indicators, either on the
pMDD or on the pCI, would effectively have the same effect.
A direct discussion about acceptable effects, instead of an
indirect setting via thresholds on the confidence for no ef-
fect, would avoid the definition of indicators that are difficult
to interpret (e.g., MDDs) and would thereby likely increase
the transparency of the regulatory procedure (Sanderson and
Petersen 2002).

CONCLUSIONS
The MDD has a clear statistical definition, but its properties

are often misunderstood. Most importantly, the MDD does not
overcome the known problems of the minimum detectable
effect (MDE) from post hoc power analysis. It is calculated
based on the same principle, that is shifting the effect size to a
specific point and differs from a standard post hoc power
analysis (MDE) only in that it fixes the effect size to a particular
p value, instead of a particular power. As a consequence of this,
the power of the MDD is not controlled. More importantly,
however, both MDD and MDE are defined independently of
the estimated effect size, which makes them less powerful than
CIs for detecting true negatives among nonsignificant results.
Based on our findings, we recommend the use of CIs for the
further interpretation of nonsignificant results. Moreover,
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TEXTBOX 1 Using confidence intervals for the interpretation of nonsignificant results

Recommended procedure

1. Perform null hypothesis significance test (in this example: one‐sided t test for control mean larger than treatment mean)
to get a p value for the comparison of the 2 groups. In mesocosm experiments, this would be the difference between
the control group and one concentration level at one time point for one species.

2. Interpret significant outcomes (p≤ 0.05) as “real effect exists” (for this species at this concentration level and time point).
3. For nonsignificant outcomes: Calculate upper bound of the confidence interval (CI). For the t test, this can be

calculated by:

= ( − ) + × +CI mean mean t s
n ncontrol treatment critical res

1 1

control treatment

with sres being the square root of the residual variance from a one‐way analysis of variance (see Brock et al. 2015), n being
the sample sizes of control and treatment, respectively, and tcritical being the critical value of t (depending on α level and
degrees of freedom).

4. Calculate pCI by relating CI upper bound to control mean (both back‐transformed, if the test was conducted on
transformed data):

= ×pCI 100.
CI

mean
upperbound

control

5. Interpret the pCI: “The real effect is likely smaller than pCI.” More precisely, the real effect is smaller than the upper
bound of the pCI at a fixed rate that is in 95% (i.e., the confidence level) of performed tests (CI calculated for one‐
sided test).

6. Apply threshold level on pCI, if a dichotomous decision is necessary, and interpret the result within the context of
additional tests for different time points and concentration levels (temporal pattern, dose‐response relationship).

Example calculation (data taken from Brock et al. 2015)

Original data:
Replicate Control Treatment

1 175 29
2 65 114
3 154 72
4 83 —

Mean 119.25 71.67

ln(2*x+1)‐transformed data:
Replicate Control Treatment

1 5.86 4.08
2 4.88 5.43
3 5.73 4.98
4 5.12 —

Mean 5.40 4.83

p‐value (one‐sided t test, control mean larger treatment mean, equal variances): 0.124
CI upper bound (95% confidence level, one‐sided, transformed level): 1.366
Back‐transformed CI upper bound (for calculation see Brock et al. 2015): 82.25
pCI (=back‐transformed CI upper bound/back‐transformed control mean × 100): 74.8%

Interpretation of the CI:
The real effect is smaller than the pCI (with an error rate of 5%). Thus, in the present study, the real reduction in species
abundance in the treatment as compared to the control (for this species at this time point) was likely smaller than 74.8%.

(Continued )
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considering the low likelihood of complete zero effects, we
argue that a stronger emphasis on estimated effect size and
their CIs instead of hypothesis tests would lead to better de-
cisions and greater transparency in risk assessments.

Supplemental Data—The Supplemental Data are available on
the Wiley Online Library at https://doi.org/10.1002/etc.4847.
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